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Industry 4.0

Steam power
mechanisation

Electrical power
mass production

Automation of 
routine processes

Intelligent 
automation

Smart *
Connectivity
Integration
IoT
Robotics
Big Data
AI

Data-driven
learning-based 
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Development of artificial intellignce

Symbolic AI
1. AI 

winter
Expert

systems
Intelligent cognitive systems, 
computational intelligence

2. AI 
winter

Deep learning, 
big data

Logical reasoning Knowledge modelling Data-driven learning

1950 1960 1970 1980 1990 2000 2010 2020

1950: Turing test

1956: AI: 
Dartmouth 
conference

1957: Perceptron

1958: LISP

1959: GPS –
General 
Problem Solver

1966: ELIZA

1969: Shakey

1970: SHRDLU

1971: STRIPS

1972: WABOT

1980: XCON

1972: Prolog

1980: Expert systems

1982: FGCS

1986: 
Backpropagation

1997: IBM 
Deep Blue

1997: ASR 
Dragon Systems

1998: LeNet-5

2002: EU Cognitive  Systems

2004: DARPA Grand Challenge

2011: IBM 
Watson

2012: 
CNN

2017: Transformers

2017: DeepMind 
AlphaGo

1998: LSTM

Google Search
Alexa
Machine translation
Navigation
Self-driving cars
ChatGPT
Stable Diffusion
. . .Philosophy

Mathematics
Logic
Neuroscience
Evolution
SF
Computer science



5

Outline

Computer
vision

SolutionsImages

Machine
learning

SolutionsData

Machine
vision

Surface
defect

detection
Practical

considera-
tions

Different
learning
regimes

Machine
vision
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Machine vision

▪ Machine vision system

▪ Environment (background)

▪ Illumination

▪ Camera and lenses

▪ Computational power

▪ (Manipulation)

▪ Software

an engineering discipline that 
uses computer vision algorithms 
to develop systems for solving 
practical problems, especially in 
industrial production



7

Surface defect detection problem
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Example: Visual inspection of pharmaceutical products

NCAA 2021 sensum.eu
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Rule-based machine vision

▪ Rule-based approach

feature 
extraction

features classification class

rule
model
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Machine learning in computer vision

▪ Conventional ML approach

feature 
extraction

features classification class

ML
modellearning

PCA, LDA, CCA, 
HOG, SIFT,  

SURF, ORB, … kNN, SVM, ANN, 
AdaBoost, …
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Deep learning in computer vision

▪ Conventional machine learning approach in computer vision

▪ Deep learing approach

feature 
extraction

features classification class

ML
model

learning

classification class

Deep 
model

deep 
learning
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Machine learning

Model

Classifier

Learning

Sample

Training samples

! Prediction

!

Ground truth predictions Criterium

:
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Deep learning

Model

Classifier

Learning

Sample

Training samples

! Prediction

!

Ground truth predictions Criterium

: Loss function

Deep neural 
network

Error 
backpropagation
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Learning regimes

▪ Supervised learning

▪ Weakly supervised learning

▪ Semisupervised learning

▪ Unsupervised learning

▪ Self-supervised learning

▪ Reinforcement learning

!

!

! !

. . .

! ! !

! ! !
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Surface defect detection

Supervised Unsupervised

Mixed
supervision

Multimodal
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Learning regimes
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New paradigm

▪ Conventional approach: programming specific solutions

▪ New paradigm: data-driven learning-based sloutions

GOSTOP
2016-2020

DIVID
2018-2021
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Supervised learning

ICVS 2019 JIM 2020
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Supervised learning

JIM 2020
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Supervised learning

0
.9

9
7

Segmentation stage

Classification stage

WACV 2018

NCAA 2021
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Supervised learning applications
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Supervised learning

CBM 2023
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Learning regimes



24

Learning with mixed supervision

COMIND 2021

DIVID
2018-2021
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Learning with mixed supervision

COMIND 2021

DIVID
2018-2021
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Learning regimes
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Unsupervised learning

▪ Only defect-free images required

▪ Negative-class-only learning

▪ Detection AUROC on MVTec AD:

PR 2021 ICCV 2021 ECCV 2022

RIAD DRAEM DSR

[paperswithcode.com]

ECCV 2024

Transfussion

Reconstruction Discrimination Diffusion
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Unsupervised learning - RIAD

▪ Reconstructive approach

PR 2021

DIVID
2018-2021

CompVis
2019-2024
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DIVID
2018-2021

CompVis
2019-2024

Unsupervised learning - RIAD

PR 2021
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Discriminative vs. Generative models

▪ Generative models

▪ Discriminative models

generative model

model built with machine learning that models the distribution of training 

examples, thereby predicting the probability of occurrence for each individual 

sample, it is also used for generating new samples similar to the training 

examples.

discriminative model

model, typically built with supervised learning, that models the conditional 

probability distribution of the target predictive value given the input instance, 

for example by finding a decision boundary between different classes, it is also 

used for classification or regression. 𝑃(𝑦|𝑥)

𝑃 𝑥 , 𝑃(𝑥, 𝑦)
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Unsupervised learning - DRAEM

▪ Reconstructive models

▪ Good approximation of data 

▪ Unsupervised learning

▪ General, task-independent

▪ Enable reconstruction and outlier detection

▪ Discriminative models

▪ Supervised learning

▪ Task-dependent

▪ Compact representations

▪ No reconstruction

▪ Outlier detection as classification

 Combine reconstructive model 
and discriminative classifier

𝑃(𝑦|𝑥)

"𝑃 𝑥 "
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Unsupervised learning - DRAEM

▪ Reconstructive and discriminative approach

▪ Generate synthetic anomalies

ICCV 2021

DIVID
2018-2021

CompVis
2019-2024
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Unsupervised learning - DRAEM

ICCV 2021DIVID
2018-2021

CompVis
2019-2024
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Unsupervised learning - DSR

▪ Generate syntetic anomalies in the quantized feature space

ECCV 2022

MV4.0
2021-2024
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Unsupervised learning - DSR
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Unsupervised learning - DSR

▪ Results on KSDD2
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Unsupervised learning - Transfusion

MV4.0
2021-2024

ECCV 2024
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Unsupervised learning - Transfusion

▪ TRANSparent
difFUSION

▪ Using Diffusion
model estimate

▪ Anomaly mask

▪ Anomaly

▪ Normal image

MV4.0
2021-2024

ECCV 2024
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Unsupervised learning - Transfusion
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Unsupervised learning - Transfusion
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Learning regimes
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Learning with mixed supervision

JEI 2024
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Learning regimes
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Robustness of unsupervised methods
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Beyond images – 3D: 3DSR

▪ RGB + D data

▪ Depth-aware descrete autoencoder (DADA)

WACV 2024

MV4.0
2021-2024



46

3DSR results
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Beyond images – audio: AudDSR

▪ Unsupervised anomaly detection in audio

▪ Processing MEL spectrogram

ICASSP 2024

MV4.0
2021-2024
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AuDSR results

Use all data available!
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Practical considerations

MV
vs.
DL

Development
and

mainainance

Built-in
vs.

learned
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Deep reinforcement learning

for goal-driven mapless navigation
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Deep reinforcement learning

▪ Training in simulation

▪ ~ 600 epochs, 3M steps

▪ Learned policy transferred 
to the real robot
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Learning only approach

▪ Navigation as POMDP

▪ Sensor readings -> actions IJARS 2021 CompVis
2019-2027

TOR 2024
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DRL for Adaptive DWA

▪ Classic approaches (DWA)

▪ Provide  safety mechanisms, smooth trajectories

▪ Are not optimised for specific situation

▪ Learning-based approaches

▪ Require additional safety mechanisms

▪ => merry learning and DWA -> ADWA

IROS 2020

CompVis
2019-2027

TOR 2024



54

Built-in vs. learned

▪ Goal-driven mapless navgation

▪ Constraining the problem with background knowledge

Engineering 
approach

Engineering approach+ 
deep learning

Learning only
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Function approximator

▪ Deep model as a function approximator

▪ Different training possibilities:

function known unknown

𝑓 𝑥 ሶ= 𝑦 𝑥𝑡𝑟 , 𝑦𝑡𝑟 𝑓

𝑓 𝑥 𝑥𝑡𝑟 𝑓

𝑓 𝑥 ሶ= መ𝑓(𝑥) 𝑥𝑡𝑟 , መ𝑓 𝑓

𝑓 𝑓−1(𝑦) ሶ= 𝑦 𝑦𝑡𝑟 , 𝑓
−1 𝑓

𝑓 𝑔(𝑥) ሶ= 𝑦 𝑔, 𝑥𝑡𝑟 , 𝑦𝑡𝑟 𝑓

𝑔 𝑓(𝑥) ሶ= 𝑦 𝑔, 𝑥𝑡𝑟 , 𝑦𝑡𝑟 𝑓
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Conventional MV vs. DL

▪ O: „Deep learning is just a hype and a non-
understandable and nonreliable black box“

▪ Y: „Deep learning is all you need“

▪ Use adequate HW (camera, lenses, illumination, 
background) to constrain the problem

▪ garbage in garbage out

▪ Use good old MV techniques when they suffice

▪ for less challenging or well-defined problems

▪ in controlled environments

▪ Use MV techniques to constrain the problem

▪ and make DL learning easier

▪ requiring less training images

▪ Use DL where the problem is data-driven or hard

▪ in less-controlled environments for more general tasks

▪ or to speed up the development cycle
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Adequate tools

Routine solutions Rule-based solutions Data-driven solutions General intelligence
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Adequate data

Model

Classifier

Learning

Sample

Training samples

! Prediction

!

Ground truth predictions Criterium

:

All informative 
attributes 
considered, 
(adequately 
structured)

Sufficient number 
of representative 
training samples

Corectly labelled 
training samples

Adequate loss 
function
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Development and maintainance

▪ Data, data, data!

▪ Sufficient amount of representative data

▪ Correctly labelled data

▪ Adequate design of deep architecture

▪ Adequate backbone, architecture, loss function,…

▪ Learning, parameter optimisation

▪ Efficient implementation

▪ Exectution speed

▪ Integration

▪ Development and maintainance

▪ Incremental improvement of the learned model

▪ Adaptation to the changes in the environment
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Real world considerations

▪ Human in the loop

▪ at least for some time

▪ Challenges

▪ Robustness

▪ Dependency on the training set

▪ Domain shift

▪ Non-adaptability

▪ Non-interpretability

▪ Opportunities

▪ Learning under mixed supervision

▪ Explainabilty

▪ Tunable parameters

▪ Compability with conventional MV

▪ Agility, quick adaptability

ICPR 2020

DIVID
2018-2021
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Development, maintainance and redeployment

MV4.0
2021-2024
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Conclusion

▪ Data-driven deep-learning-based solutions
▪ AI/DL/CV/MV – key enabling technologies 
▪ Wide applicability, interdisciplinarity
▪ Robustness
▪ Industry 4.0 and beyond
▪ New challenges, new opportunities
▪ Collaboration between academia and industrial partners
▪ Use all data available ;-)




